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I. INTRODUCTION

During the last decade, the success and popularity of wireless standards such as IEEE 802.11 have drawn the attention of the research community to wireless networks. A great amount of effort has been invested into research in this area, using all kinds of simulation and analysis. However, simulations do not precisely control hardware interrupts, packet timing and real physical and MAC layer behaviors. As a result, simulation results need to be validated by real implementations.  Under this context, I introduce the design and implementation of SCORPION (Santa Cruz mObile Radio Platform for Indoor and Outdoor Networks), a heterogeneous wireless networking testbed that includes a variety of nodes ranging from ground vehicles to autonomous aerial vehicles.  Also in this paper, I will discuss the particular projects that I undertook within the testbed. 
A. Goal

Node diversity in terms of mobility and capabilities (e.g., processing, storage, and communication) makes the SCORPION testbed well-suited for testing and evaluating a variety of wireless network protocols, including multi-radio, multi-channel medium access control, multi-hop wireless ad-hoc routing, as well as disruption-tolerant routing and message delivery protocols for networks with varying connectivity. In its current implementation, SCORPION includes nodes outfitted with three different types of autonomous vehicles, namely: (1) iRobot Create ground robots, (2) a remote controlled airplane equipped with open source software and hardware, and (3) a self-stabilizing remote controlled helicopter. Additionally, two non-autonomous mobile nodes complement the testbed, one that will be carried by people in order to mimic human mobility and another that will be installed in vehicles, namely buses. More specifically, these bus nodes will be deployed in the UC Santa Cruz campus bus network. The varied mobility patterns exhibited by these nodes allow for unique and innovative ways to test network protocols for current as well as next-generation network applications. SCORPION’s management suite facilitates updating system and protocol software running on the nodes as well as monitoring the current status of nodes. Conditions that the management tool reports include whether the node is up or down, what version of the operating system is on the node, test software and which protocols are running. The management tool also allows the testbed to be timeshared by multiple users by providing scheduling capabilities.
II. NODES

In its current version, SCORPION consists of 88 nodes: 40 bus nodes, 20 briefcase nodes, 20 iRobot nodes, and 8 aerial vehicle nodes.
A. Bus Nodes

The 900MHz network formed by bus nodes is used to collect tracking information about the buses. Buses will transmit their GPS location to base stations on campus which in turn will relay their location to a server. The server publishes bus location information on a web page which can be viewed in real-time through a Google-Maps based graphical user interface. There are approximately thirty to forty buses running on the UCSC campus at any given time. These buses will use the 802.11 a/b/g radios to communicate among themselves. As previously pointed out, GPS information is also available for further analysis of different types of protocols (e.g., to find where a connection has established and where the connection disconnected).
B. Briefcase Nodes

All 20 briefcase nodes are equipped with three 802.11 radios. They are also equipped with GPS receivers for accurate location updates. The hardware includes a mini-ITX computer running Linux and a battery encased by foam within a waterproof briefcase. The idea is to distribute the nodes to people (e.g., students on the UCSC campus) who go about their daily routine, roaming the testbed area while constantly communicating with other nodes in the vicinity, regardless of the type. Using their GPS data, node location can be tracked (e.g., in order to determine whether specific nodes follow a particular mobility pattern).
C. Autonomous Ground Nodes

20 iRobot Create nodes (comparable to Roombas without the vacuum) will roam the ground in an unpredictable way. Since these terrestrial nodes can move in and out of contact with each other, it makes the testbed’s behavior unspecified, closely emulating real life ad-hoc networks in order to thoroughly test protocols.
D. Aerial Vehicles

Aerial vehicles add several nice features to the testbed. They are able to navigate over treacherous terrain providing network connectivity to otherwise disconnected nodes, and they can cover wider areas in shorter periods of time since they can achieve higher speeds. Currently, four remote controlled, self-stabilizing helicopters and four autonomous model airplanes have been integrated into SCORPION. The planes are equipped with autopilot hardware and software from the Paparazzi Project under the Open Source License agreement. The software allows the plane to circle GPS waypoints, fly between two waypoints, or survey (traverse) the area within 4 waypoints. The aerial nodes are equipped with 802.ll radios the size of a gum stick that allow them to communicate with any other node in the network as well as “bridge” disconnected sections of the testbed.
III. PROJECTS
In working on the testbed, I took on the task of ensuring that all items arrived from the vendors on time and assembled the nodes.  On top of this, I worked on making the airplanes capable of flying autonomously and wrote an Epidemic protocol to run on the testbed.

A. Autonomous Airplanes

In order to make the planes autonomous, the Paparazzi Autopilot was used.  This is an open source project that was developed for a specific type of remote control plane.  My task was to adapt the source code in order to make it compatible with the plane we had.  This required understanding the overall structure of the source code and which files carried out specific tasks.  It also required much problem solving.  This meant understanding a particular problem and finding the place in the hundreds of files of source code to change.  In doing this, it familiarized me with a large scale software project with a hierarchical structure.  It also further familiarized me with using Linux as a development platform.

B. Epidemic Protocol

The goal for writing the Epidemic protocol was to use it as one of the first protocols on the testbed in order to ensure that it was functioning as was expected and to provide some sort of benchmark.  In order to write the protocol, I first had to learn socket programming in C.  The algorithm for the protocol was developed from the ground up by myself and a few of the grad students.  It works as follows: a particular node will create a list of the files it has (this required learning a bit of shell scripting in Linux) and sends it out as a character array to a list of pre-defined IP addresses of other nodes in the testbed.  When another node receives this list of files, it will compare it with its own list of files and determine if it has any that the other is missing.  If it does, it will send the files in chunks, ensuring that the entire file is sent.  If it does not, it will simply not respond.  The sockets used are datagram sockets since they use UDP, as opposed to TCP, in order to ensure that the transfer of data is quick since it does not require a handshake before the data is sent.  This project taught me a lot about developing efficient algorithms and a good deal about network programming.
IV. CONCLUSION

SCORPION’s unique array of nodes allow for thorough testing of innovative wireless protocols. The testbed differs from others due to its node heterogeneity and consequently wide range of mobility scenarios that try to more closely model real-world situations (e.g., applications that are prone to frequent, long-lived connectivity disruptions). Along the way, I have learned a lot about socket and network programming, large scale software and hardware projects, as well as delay tolerant networking.
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