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Overview

The overall goal is to evaluate the capabilities of inexpensive webcams as visual sensors for applications such as estimation of the geometry of the local environment, position estimation, and object recognition and tracking.

Here, we are building a test system using 2 cameras, with the goal of making the exposure interval of the 2nd camera begin as quickly as possible after that of the first camera is complete.

The exposure times of the cameras are equal and as short as possible so that the 2 images registered are as similar to each other as possible.

List of activities

· Investigated the capabilities of the QC Pro 4000 Logitech webcam. Found the data sheets for the primary components of the camera (IXC098AK CCD sensor, CXD1267AN charge pump (voltage driver for CCD), SAA8116 application specific microcontroller (80C51 based), 24C04 (4k EEPROM), XRD98L59 (10bit-A/D converter))

· Using the PWC webcam driver for linux to investigate the programmable capabilities of the camera (shutter speed, color balance, image amplification, image format, etc.)

· Figured out image format of individual frames, wrote program to convert to bmp format for examination.

· Wrote scripts to automate the acquisition of images under a variety of predetermined settings to evaluate the sensitivity at each setting choice.

· Examined behavior of pins on the camera during operation to establish what information is available to the coordinating circuit controlling the cameras.

· Implemented initial timing circuits for a pulsed laser device.

· Designed and cut the chassis for the system using Corel Draw and a laser cutter.

· Tested the capabilities of the camera outdoors while using the script that varies the camera settings.

Materials

· Ordered 50/50 splitters. (Jul.)

· Sampled MOSFET’s to base current switch for laser. (IRF1302)

· First batch turned out to be inadequate size, since the focal image was the right size too close to the camera, making positioning of the 2nd camera impossible.

· Ordered a 2nd splitter 35mm × 35mm. (Aug.)

· Purchased various nylon washers and fittings at OSH (8/18/07)
Project

The purpose of this project is to design an inexpensive structured light sensor. A structured light sensor is used to detect objects with laser light such as a laser pointer or fan. The idea was that this could be achieved by using everyday webcams and a laser line generator. The way this should work is that two cameras will take the same picture except that one of the pictures will have a laser line in it. When the two images are subtracted, the difference will be the laser line. This is how an object can be detected. Of course this is not as simple as it sounds. So much has to be taken into account when designing the full system: the synchronization and timing of the cameras and laser, the power of the laser and the intensity of the surrounding light, the stability and durability of the system, and of course the calculations involved with the object detection and object range. For our purposes, we focused mostly on the differencing as well as trying to find the best way to synchronize the two cameras.
Initial Designs

At first it wasn’t clear which signals would be available from the camera so the project began with a tentative design until more information about the camera’s signals could be gathered. The timing for the pulsing of the laser was the first aspect to be tackled in the system. The time frame that would allow the laser to be on is noticeably smaller than the time it would be off. This meant the timing would require a positive duty cycle of less than 50%. An LM555 timing circuit was chosen as the initial approach for the pulsing of the laser. This IC can generate stable timing delays and oscillations and contains 8 pins that determine the behavior of the circuit: ground, trigger, output, reset, control, threshold, discharge and Vcc. The LM555 requires a power supply of 4.5V to 16V. A 9V battery was used for powering the circuit instead of the 5V supply from the USB that powers the camera. For an astable output, a resistor (Ra) is placed between the discharge pin and the Vcc pin, a second resistor (Rb) between the discharge pin and the threshold pin, and capacitors between trigger and ground, and control and ground. However this setup won’t produce positive duty cycles less than 50%. For that you need a diode in parallel with Rb so that the charging cycle can be bypassed. However, perfect timing sequences could not be achieved because timing is dependent on the values of the resistors and capacitors, which have inaccurate values. So even if the timing is accurate during short periods of time, discrepancies will cause a phase shift of the signal and ultimately ruin the experiment.

Research

Researching the overall project proved time-consuming. The key components in the system are the Logitech cameras so most of the research centered on how the cameras could be best manipulated to do the required task. The Internet was a useful source for finding similar projects and manipulations that could be applied to this project. There are a lot of web pages that show the same Logitech model used in filming stars and planets. This requires the camera to expose a frame for much longer than the typical frame. The folks at Poor Meadow Dyke Observatory controlled the exposure using a line from the PC’s printer port and retrieved the image using the USB connection. Their modifications can be found on their website, http://www.pmdo.com/wvest1.htm. Other relative projects and modifications can be found at http://www.foley-tax.com/Astro/modz/Advanced.htm. The approach they’re taking is to completely rewrite the operating code so the camera will output the image to the I²C bus. The general idea that relates their project to this one is that the exposure can be externally controlled, to either lengthen or shorten the exposure time. The main components that make up the cameras are: the microcontroller/DSP/USB interface, Charged Coupled Device (CCD), CCD vertical clock driver, EEPROM, and RAM. The microcontroller is the central unit in the webcam’s circuitry. The SAA8116 is a 100-pin microcontroller package by Philips semiconductors. It has I/O ports, I²C bus, and an assortment of pins that can handle video and audio data. The pictures that are captured from the camera are transferred to the RAM and then extracted for further analysis. The EEPROM is where the parameters for the camera software are stored. The CCD is the device that collects the image from the collected light by way of charge in a cell, corresponding to a specific pixel and is transported/shifted to an area of the CCD by a signal that is sent by the CCD vertical clock driver. Once transported, the data can be read out and the CCD can begin the exposure. The signal that determines the end of the exposure is probably the most useful signal for the project. With that, the synchronization between the cameras and the laser should become a fairly straightforward process. Two important signals were discovered on the camera’s microcontroller. The First is pin28, titled SNAPRES. When SNAPRES receives a zero signal, it forces the camera to take a single snapshot. The second is pin93, titled ROG. ROG is the vertical CCD load pulse output, which is believed to signal when an exposure is finished.

New Approaches

A new approach was adopted since the first design was less appropriate than a digital control. Design a digital timing circuit that wouldn’t require a battery, but could instead be powered by the voltage source of a second USB port. Also, the timing circuit must be triggered externally for each exposure cycle. This will reduce any long-term error caused by the first timing circuit. The new approach for the project could be implemented with a PIC microcontroller. The PIC12F683 is an 8 pin package with 6 I/O pins and an operating voltage range of 2.0V – 5.5V. The addition of the PIC adds more accuracy and flexibility to the system. The PIC can be programmed using C code and the small package allows the entire system to fit in a small, enclosed area. The current idea for the prototype of this project goes like this. The first camera will be in free running mode, which means it will record data continually at the chosen frame rate of 30 FPS. When the exposure of each frame is finished, the PIC will receive the signal from ROG and send a signal to SNAPRES to turn on the second camera. At the same time it will output a signal that will pass through a current switch and pulse the laser throughout the exposure of the second camera. When the exposure is finished, the PIC will receive the ROG signal from the second camera and turn off the laser. The process will repeat itself until the user decides to turn off the system.

Chassis

In order to achieve accurate readings for every trial, a chassis was designed using Corel draw. The camera circuitry is contained in its original spherical case. The cases have holes in the center of both sides, perpendicular to the lens. The holes will be drilled though completely and an axle will be inserted to hold the camera between two walls inside the system’s chassis. Plexiglas is the material used for the chassis. The thickness of the material is about 6cm thick. The thickness is important when determining the dimensions of the chassis. 6cm slots were implemented to insert the inner walls and the lens holder. The laser will be held on the outside of the chassis walls and adjusted by way of six adjusting screws, three at both ends of the laser, 120 degrees from each other. Using Corel draw to implement the design was simple. Exact dimensions, angles and shapes could be defined by inserting values into the appropriate box or by push of a button. In total, four outer walls, two inner walls, a base, a top, two rectangular shapes with a hexagon cutout to hold the splitter, and four pieces to hold the laser, were designed. The .dxf files were transferred to Baskin Engineering, where the laser cutter was. Using the laser cutter, all the parts were cut out with little difficulty.

Camera Testing

The worst possible conditions were used to test the potential of the camera. A box with four quadrants was placed in the courtyard between E2 and Baskin on a sunny day, when the reflection and glare would be at high intensities. The camera was tested three times at several distances. The tests included one without any laser light, one with the laser fan directed at the box, and one with a laser pointer. This allows the system to determine if the camera, by differencing the image, can detect the laser. The distance began at 1ft and doubled until we reached 16ft. The shutter was also varied to determine the best shutter settings. Initial tests with the lasers proved a bit troublesome. Bad data was collected because the auto gain was not disabled, which means the gain and the shutter was adjusted automatically. Without the shutter varying, it wasn’t clear if the camera would detect the laser or not. Keeping the laser steady enough for the light to stay in the target was difficult at larger distances. The chassis was not yet built so the lasers were held by hand. During the second attempt, the auto gain was disabled and the laser fan was held together by tape to some helping hands. This made the handling of the laser, as well as the rest of the testing process easier.

